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A 3ST RA\ CT

This report describus the continuing development 0l scanning, pr ,-

processing., character-classification, and context-analysis techntqurs for

hand-printed text, such as computer coding sheets in the WI0JtIN language.

RWth edge-detection and topologtal preprocessing are coupled %lth

classification by a learning machine and used to process a large lilt of

characters printed by a single author. The two systems arc combined to

achieve a recognition rate considerably better than our previous results.

No other comparable results on unconstrained hand printing with a 11l1

alphabet are known to us.

The san. methods are also applied to a well-known file ol hand-

printed characters collected by flighleyman. The combination ol prepro-

cessing and classification methods has achieved lerfonmnnce, beti,

than that reported for any other recognition system.
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This report describes the continuing development of scAnning, pre-

processing, citiracter-cl-,aSSlfiCatiOn. and context-analysis techniques

ror hand-pritnled text.. The particular subject matter of olir inveSti-

gition is hand-printed FORTRAN text on standard computer coding sheets,

with a 46-charficter alphabet. The reader is referred to the previous

reports of thit prnject for hackground and supplementary material.

In Sec. II. we describe a single author's file of 2,999 hand-

printed characters. used to continue the intra-author recognition

experiments beyond the preliminary experiments described in the last

Qttarterly Hoport. 'Iite TOPO 3-CALM and PREP-CALIM preprocessor-classifier

systems werr applied to this file, and performance was observed far

exceeding any previously seen in multi-author experiments.

In Sec. Ill. we shom the results of combining the action of the

systems treated in Sec. It. The combined system recognized independent

test data with 97-percent accuracy and no rejects. This is our bust

recognition score to date, and we know of no comparable results revorted

for the recognition of tinconst rained hand print ing with a full alphaht.

A collection of experiments on a well-known set of hand-printed

data collected by lighleyman in described in s ec. IV. The PREP-CALM

system performed consider'bly better than any of several previously

reported methods, none of which involved extensive preprocessing of

the datt.
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II I NTRA-AUTIIOR EXPERIMENTS ON TIHE JM DATA FILE

A. Introduction

In Sec. III of the preceding Quarterly Report, we described several

limited experiments on hand printing from a single author. These experi-

ments indicated a great reduction in error rate, compared to the rates

obtained in multiple-author experiments to date. We concluded that "The

results of these experiments should be considered somewhat tentative ...

the test samples were statistically small ... the data wee taken from

coding sheets in which 20 alphauets were written on successive lines at

one sitting."

We have now performed the follow-on experiments pointed to in the

preceding report, using a large file of data including training and test

data from actual coding sheets. These experiments have borne out the

dramatic improvement in recognition-test error rate suggested by the

earlier experiments.

B. The JM Data File

The JM data file consisted of 2,999 characters in the ,16-category

FORTRAN alphabet, hand-printed by John Munson. This author was chosen

as the source of the file because of the existence of a number of actual

coding sheets preparc-A by him on the proper forms during the development

of SDS 910 FORTRAN computer programs.

The first 920 character patterns in the file were the 20 alphabets

(Secuence Nos. 50-69) used for the previously reported intra-author

experiments. Added to these were 2,079 characters gathered from four

separate coding sheets, written at different times over a period of a

few months. Each line on a coding sheet was given a unique sequence

number, ranging from 1,000 to 1.111.

The I i rs t five alphabets in the file (Sequ ,nec Nos. 50-54, , pa ills

1-23)) Wr , *-r'test d toi- po sible test ing hut weIr, 11to used, Trw t r:illn

set contained 1,727 patterns. It consisted of' ith, reina iing 15 alphlabct s
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(Sequence Nos. 55-69, patterns 231-920) and 1,037 characters of text

(Sequence Nos. 1,000-1,056, patterns 921-1,957). The test set contained

1,042 characters taken from two coding sheets (Sequence Nos. 1,057-1,111,

patterns 1,958-2,999). About one-third of the test data came from the

same sheet as some of the training data; the remainder came from a

separate sheet that was written separately from any of the training

data.

The inclusion of the hand-printed alphabets in the training data

ensured that each of the 46 character types would be represented. The

character types were not evenly represented in the text material. Their

appearance was determined fortuitously by the text that happened to be

chosen.

The same training and test sets were employed throughout the several

experiments to be described.

C. Legibility of the JM Text

A fragment of the actual test data is shown in Fig. 1. It may be

seen that the printing is fairly legible; it is by no means highly regular.

The printing was done with a little care, but with no labored attention to

the quality of individual characters. The coder was actually preparing a

program text for keypunching, although aware that the sheet might some day

be used in recognition experiments. Thus, although the test data were not

completely "candid" data, they were generated under conditions that closely

model a system in which workers were preparing material for machine input.

Ten human subjects were asked to classify the test set cihracters,

which were presented (in random order) in quantized form on the cathode

ray tube attached to the SDS 910 computer. The average error rate was

0.72 percent; assuming a normal distribution of scores, the "true" error

rate was 0.72 0.17 percent with 95-percent confidence. (If the 10

responses for each character were used to reach a group decision, only 2

errors [0.2 percent] were made. This would indicate that the individual

errors were largely uncorrelated.) These rates do not include the few

typographical errors made by the subjects in typing their responses. The

rats also do not incl'mde six patterns found to be mislabeled in the test

data file.
3
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FIG. 1. A FRAGMENT OF HAND-PRINTED TEXT FROM A SINGLE AUTHOR

1). TOPO 3-CALMI Experiment 1

Trhe complete alM f ile was preprocessed by the SDS 910 computer program

TOPO 3. TOPO 3 was a minor revision of the TOPO 2 program that has been

described in earlier reports. TOPO 3 was rearranged to make it run con-

siderably faster than TOPO 2, and the set of features in the output feature

vector was slightly different. For all practical purposes, however, the

topological features produced by TOPO 3 (describing character enclosres,

concavities, stroke tips, profiles, size, and so on) were the same as those

from roPo 2.

The output feature vectors from OPO 3 were processed by the CALM

lea rning-machine simulation, which implemented a 26-category line a machine.

Tesrinedin adtest epots. defie abv wererusned t aeitrncn

The r yesults of the experiment are shown in Fig. 2. For the first 5

iterations, training was performed only on the 690 cheracters from the 15

alphabets wihin thh training set Thermeated a the lull tra iinng set was

"he 
training 

and 
test 

sets 
defined 

above 
were 

used.

'rie eslt ofth epeimet reshwn n ig 2 Fo te ir(
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used. Test readings were not taken until after the fifth training iteration.

At the time of the first test reading (Iteration 5), the machine had only,

been trained on characters from the alphabets. The test error rate dropped

from 13 percent to 10 percent between the fifth and sixth iterations, owing

to the expansion of the training set to include the text characters.

The training error rate reached 6 percent in 10 iterations, and the

test error rate reached 9 percent. The test error rate was approximately

the same as that of TOPO 2-CALM Experiment 4, described in the preceding

Quarterly Report, in which much smaller training and test sets were used.

The larger amount of training data compensated for the increase in diffi-

culty of recognizing characters from text on actual coding sheets, compared

with the characters in alphabets.

E. PREP-CALM Experiment 11

The JM file was preprocessed by the computer simulation of the edge-

detecting preprocessor, PREP 24A. In this run, the patterns were only pre-

processed in one view. The resulting feature vectors were presented to

CALM for-processing in PREP-CALM Experiment 11.

The results are shown in Fig. 3. As in Experiment TOPO 3-CALM 1,

only the 690 alphabet patterns were used for training in the first 5

iterations, and the full training and test sets were used thereafter.

The training error rate reached 1 percent; the test error rate reached

12 percent.

F. PREP-CALM Experiment 12

In PREP-CALM Experiment 12, PREP 24A was used to preprocess each

hand-printed pattern in nine different views. The advantage of nine-view
0

over one-view preprocessing with the edge-detecting masks has been shown

in other experiments previously reported during this project.

In running CALM on the nine-view preprocessed feature vectors' nine

training iterations were first performed over the entire training set.

During this sequence of iterations, each view of each training pattern

was presented once for training. The test patterns were then presented

for nine-view testing. In this case, the classification was done "by

6
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views.' As ,u0ch view was presented, the learning machine was forced to

make a category decision. A vote was taken among the nine single-view

decisions to produce the final decision.

The sequence of nine training itprations followed by a nine-view test

iteration was roepcted three times. The following results were obtained:

Iteration 9 Iteration 18 Iteration 27

Training error rate 15% 110 10%

Nine-view test error rate 6% 6% 5% p

G. PREP-CALM Experitient 12A

Nine-view classification "by categories" is an alternative to classi-

fication "by views." In classification by categories, an accumulator regi-

ster is employed for each category. The registers are initially zeroed

and, as each view is presented, the Dot Product Unit sums are added into

the registers for the corresponding categories. After all views have been

presented, the character is assigned to the category with the largest

accumulated total. We have noted previously that the two methods of multi-

view classification yield comparable results (Report No. 22, the final

report for Contract DA 36-039 ANIC-03247(E), page 46).

In PREP-CALAI Experiment 12A, the weights of the trained learning

machine from Experiment 12 (at the 27th iteration) were reused. The CALM

program was slightly modified to classify the test patterns by categories,

instead of by views. The resultant test error rate was 4 percent, versus

5 percent for the former experiment.

1I. PREP-CALM Experiment 13

PREP-CALM Experiment 13 was motivated by the following observation

concerning nine-view testing by categories: the rCsult obtained by

presenting nine different feature vectors (views) and accumulating the

I)PL sums can also bW obtained by adding together the nine feature vectors.

component by component, and presenting the result as a single feature

vector. In other words, it makes no difference whether the data repre-

set l ng the nintie views are added together. at the feature-veclor level or

at the D)IPT sum level. This is a consequencce of the linear nature of the

I)1' read opcrat ion.



The question arises: What would be the effect of applying this change

in pulic.) to the training patterns an well as the tepst patterns? In order

to answer this question, we accumulated the nine fnature vectors for each

pattern in the .IM tile into a single feature vector. (Because the original

feature vectors has binary components of I and -1, the new vector had

components rao tigi g trom -9 through 9.)

The accumulated feature vectors. arranged into the usual training and

test sets. were used as input to CAU1. In 10 Iterations. the tratiing

error rate reached O.8 percent. The test error rate was 7 percent after

5 iterations and 9 percent after 10 iterations.

In view of the equivalence *e have Just described, the test patterns

for Experiment 12A and for Experiment 13 are effectively identical. The

poorer performance in the latter experiment must be a result of the differ-

enit training histories. We hypothesize that the separate presentation of

each view forces the learning machine to "train harder," intuitively

speaking--that more mileage is obtaiined from the data because each viec

represents a separate pattern to challenge the machine.

Thus we have observed that the best performance is obtained by

grouping all the views of the test pattern together and testing by

categories. whiie using the views of the training patterns seperatly.

9€
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iI -P-RIMENTS ON TIM .J1 DATA PIU; WITh (C.IIhNEH CLSSIFIUE!S

A. Int roduction

The technique of combining the TOO1-CAUI preprocvssor-classifier

system with the Ph{EP-CA.| system, in order to reduce the classification

error rate, was ahticipated in the Second Quarterly Report of this project

(pages 9-10). The technique was first tested on the limited sample of

single-author data used for our first intra-authur experiments, and it

gave a definite improvement in perforlance (Sixth Quarterly Report, pages

15-16). We have now applied the tcchniqgue to a more adequatu set of test

data, namely, the test data from the .I% file described in the prlct.lding

section of this report. The TOPO-cAMI system was combined with both the

one-view and nine-view versions of the PRiEP-CALM system.

1. TOPO 3-CALM Experiment I and PR(EP-CAINM Experiment 11 Combined

The first combined experiment was prformed by adding together the,

learning-machine responses for the test patterns from TO0 3-CAu. I Experi-

ment I and those from PRE'P-cAIM Fxperiment 11. For each test pat tern, tht,

two Dot-Product-Unit sums in each of the 16 categories were added to form

a new set of 46 sums on which the classification decision was to be basud.

Prior to the addition, the sets of gums from the two experiments were

scaled by an empirically determined scale factor so that theY would have

approximavtetytl , me-ov ra1range--of--lues-find neittt-er -st- would

overwhelm the other in the addition.

The test error rate using the combined sums was4 lercent. This

value may be compared with those from the two experiments using th.

individual machine combinations, namely. 9 percent (TOlP. 3-CA'11 l .x)(.rl-

ment 1) and 12 percent (PlREP-CALM Experiment 11)

Combining the two preprocessor-classlfier systems in parallel is

evidently a powerful method fur improving peLrorinne. The improvement

implies that the partic'ular errors mada by one i .L arc, to a (onsldsvrablk.

degree independent of the errors made by the other--otherwise. the 'ombined

system would beLhave much like cither of the indiv idual ones.

10



C. T0PO 3-CALM Experiment 1 and PIKII-CALt Experiment 12A Combined

in order to combitne the learning-machlne responnvm to thc test data

el i'0U1 3-CALI Experiment 1 with thoxe of PREP-CAIA! Fxperiment 12A, it was

necessar5 to contdetst, the nine-view ruzponsivs of the latter to a "mtlh,

response. This was done by using the accumulated Dot-Product-tnit sums

(formed during the cication-by-cut ones process) to represent t1W

response of the nine-view PFP-CAI.AI system to the pa ttern as a whole.

Obtaining thle accumulated sums for this purpose ws, in fact. the trifnfe

mat ivation for performing Experiment 12A,

The accumulated sums from the PREI-CAL system were scaled and added

to the sums from the TOP)--CALS1 system, just as in the other combined

experiment described above. Using the combined sums as the basis of

classification, we observed an error rate of 3 percent. This compares

with test error rates of 9 percent for the TOPO 3-CALM system alone and

,1 percent for the nine-view PREP-CALMt system alone.

By examining the distribution of the difference between the largest

and the second largest combined sums, we obtained a tradeoff curve of

errors vs rejects for the combined system. This curve is presented in

Figure 4. Ii the reject margin of the combined machine were set, for

example, to reject 3 percent of the test patterns, the error rate would

- -- -rducedLoLtv-c, pt. Beyond this point, the rate of return (in

terms of error reduction) dliminishes.

TEST DATA. s.osw

L 1 1 -l I R1 1 ,E0 2 4 6 10 12 14 is Is 20

FIG. 4 TRADEOFF CURVE FOR COMBINED SYSTEMS ON SINGLE-AUTHOR DATA
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D. Summary

The performance just described is by far the best performance that

we have achieved to date on a significantly large body of hand-printed

data. To our knowledge, no reported experiments or operational systems

have achieved comparable performance on relatively unconstrained hand

printing with a full alphabet. Let us summarize briefly the factors

pertinent to this result.

We have attempted elsewhere in this report to indicate the quality

of the hand-printed test data. We would suggest that the quality is com-

parable to that expected of data prepared by workers for machine input if'

the workers were reasonably motivated but had no particular training in

forming characters and observed no detailed constraints. The addition of

such training and constraints should reduce the variability of the printing

to a level so low that the same recognition system would experience an error

rate of much less than 3 percent. This approach may be necessary for systems

in which text recognition with good accuracy is to be performed without the

aid of sophisticated context analysis.

Looking the other way, the single-author result is far better than the

multi-author results, which give an indication of the system's performance

with the unconstrained printing of an untutored population. Considerable

education and constraint would evidently have to be applied to a popula-

tion in order to achieve high recognition rates.

[he recognition system has arrived at its present level of purformance

through the successive incorporation of several new features, whose progress

has been detailed in many of the previous Q uarterly Reports. Starting with

the original PRE ) and CAILM structures, which were imple mented hoth in hard-

ware and in computer simulations, major additions hzive been the nine-view

preprocessing, the TOPO preprocessors, and the pari llel combining of

preprocessor-classifier systems. Each of thes, building blocks plays an

impor'tant role in the final result.

12



IN' FPFJ1I%W'r W'IIIIlIILYX k\'S IATA

.A. Introduction

One ot h rrcurriji problema in evaluating patturn-rveognitLon

rsults reported in the literature is that few authors give sufficiently

detailed descriptions of the data they use. This wAkes it very diffi t'lt

to make lair comparisons of different pattern-recognition procedures. One

set of data, however, has been used as a standard of comparison by several

researchers: the set of hand-printed characters collected, quantized, and

encoded by Ilighleyman. Since these data were readily convertible to

our standard 24 • 24 format, we devided to apply our techniques to them.

Ilighleyman's data set consists of 50 alphabets of hand-printed

characters. kach alphabet wus printed by a different kndividual, and

each contains 36 characters (the 10 numerals and 26 upper-case letters)

quantized and represented as 12 - 12 binary (black-white) array. The

groat amount of variability encountered in the data has tended to rule

out thc. simpler approaches, such as the use of decision trees, and the

methods used have been more or less statistical in spirit.

_ Onc~cos inehar .tri~t fithese , methods has been the use of some

or ull of the patterns to fix the values of free param-ters in the classi-

fier. In those cases where the first 40 alphabets (tie training data)

were used to determine parameters and the last 1i) alphabets (the testing

data) were used to provide an independvnt test, the performance on the

test data was alwa ys much worse than the performance on the training data.

For example, Chow obtained a 2.1-percent error rate on the training data.

but a ,1.7-perceent urror rate on indepe.ndent teft, and this represents

the best pev'Iorra ice repor ted to date.

Sirt lar discrepanies have bt-4in noted by other investigutors

alnd hive usually been at tributed to tht, small number of samples avallahle

lotr cha'acters having su much variabilii ty. There is no doubt that a

ai



larger number of samples would reduce the size of this discrepancy, for

in the case of infinate training and testing sets, the error rates should

be the same. It is not clear, however, how much the test error rate would

be reduced, or how many samples would be needed to estimate the best

achievable performance.

In this section we shall describe the results of three different

experiments with IVighleyman's data. The first used a nonparametric

classification procedure that exchanged the need for assumptions about

the pattern distributions for the need for :a large number of patterns.

The second used edge-detecting preprocessing prior to classification to

remove some of the variability in the characters and to exploit simple

a priori knowledge about the data. In the third experiment, the ability

of people to recognize the test data was measured to provide an objective

performance standard.

B. Nearest-Neighbor Classification

The-use of a nearest-neighbor (NX) machine to classify patterns was

described in the Sixth Quarterly Report. From a statistical standpoint,

tile NN rule is a nonparametric decision rule that assigns an unclassified

pattern to the class of the nearest of a set of correctly classified

reference patterns. When the set of reference patterns is large, the

error rate of the NN rule is less than twice the minimum possible error

rate. Specifically, if

P = Baves probability of error0

P -- hg1"I'-sample NN protablallt ofv Of 'eror

N Number of .liss.

then. under very weak regularity condlit ions.

o0  N- 1 0

and these'" boullds (all be shown to be til h t shst'tl .

When the NN rule, was al)plivd to llighleyman's data. 1ih. hirailning pal-

t rlis wlC l.svcl at Ihe rasr n111 , patterns fo 11 q classif ," I l ion $)I th',

I.t ilij, dat a. No pre p rOCess I.tug (t h - (laita was; |)t'irfIot(ed. I each p): II 11 .I
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bolnK viewd as a 144-component binary vector. A tent pattern was clasmi-

fled by monsring thp tiamming distance between the tost pattern and each

of the 14,10 training patterns, and by assigning the teSt pattern to the

clang of the nearest training pattern; ties with pattrrns in different

classes were broken --rhitrartly.

The error rate resulting from applying this procedure to the testing

data was 47.5 peretent. Ir the training Aet were lsrg enough for the

large sample results to hold4 this would mean that the minimum error rate

would lie somewhere between 27,6 percent and 47.5 percent. We shall see

that the minimum error rate is probably less than 11.4 percent, and, hence,

that the training data is not a sufficiently large sample in the nearest-

neighbor sense.

C. Edge-luteet ing Preprucessing and Pievcewise-Linear Classification

One of the big differences between Itighleyman's data and the data

we havv been using in our experiments is that broken and fragmented

characters appear frequently in Ilighle)man's data, This ruled out the

use of the T013 programs to extract features. However, all that was

nteeded to use the1 P141:P 24A simulation of the 1024-image optical pre-

processor was to expand the 12 - 12 figures to 24 " 24 figures. This

was done merely by copying each row and column twice.

A PIREP-CALDI experiment was run using the expanded patterns just as

we used our own data in the experiments described in the second and Third

Quarterly Reports. The 84-bit feature vectors were obtained for 9 views

of each charaeter. These formed the input for the CALM simulation of a

36-atcgory Pieeewise-LinLar Learning Machine having two Dot Product

Units per category and a training margin of 85.

Af ter I itcratt ins of the training data (by which time all views

oi all of the tratntng patterns had been encountered twice), testing was

prformed. All nine views of each test pattern were presented, and the

U',kSS JippeaIIng most oftn Among the nine individual responses was selvcted

for the pattern. The resultin. error rate for all 36 classes was 31.7

Ipercllt . ,t ijt l ion of this experiment using th 10 numerals alone

S. ldvid a 1i trror ra t of 12. 0 pert-nt . Iklh of these results are

15



significantly better than previously reported results, hut this performance

still falls short of human performance,

1). Human Perforiance

In 1960, ,eisser and Wcene reported an average error ratt of 4.1

percent made b) a group of nine people in recognizing hand-prIntod uj!e,-

case letters and numerals, and they indicated that 3.2 percent was probably
10

a good estimate of the minim m possible error rate for their daia.

These results apply to a 34-category alphabet, since confusions betw, n

I and I or between 0 and 13 were not counted as errors. Most importantly,

the characters used were reproduced photographically with high rtsolution

and apparently with good gray scale, whereas Illighleyman's data are low-

resolution two-level gray-scale figures; thus, these rates do not apply

to lighloyman's data.

To estimat human error rates on Illighleyman's data, we pelormerd a

simple, computer-controlled experiment involving It) p0, op(u who, though

aware of the existence of Ilighleyman's data, had not seen th. lest data

before. The experimental procedure had two phases: a training phase, In

which the subjects familiarized themselves with both th(. equipment arnd

the data by viewing the training data under test conditions, an(d a lesting

phase in which performance %as recorded. In both phasvs, the c:haracters

_____ __ wer e't ~andomly -wvt-h Imt-r, pitcot from-.It Vallflialbe tW i~zi7i , l h~y

10 different writers; the training phase used th, first i0 alpluiblts,

while the testing phase used the last 10.

The characters were displayed as a 12 . 12 array ol points (bright

points for the figure) occupying a O.:3-Inch square cent-ied in a :1 .t.5-

inch oscilloscope screen. Each subjuct was free to tak. as long as h,!

wished in making up his mind, and when a decilson was ruachud he reporttd

it by striking the corresponding typewriter key. This causud thi shulji.(,i'

decision to be recorded, the corret ch:ractvtr to be typed out if a mistaki.

had Ween made, and the next charactar to l . disl ay . . hlu.t- 1() ru iin-

tain the error response. during tlhe teating ;)ha.-t. In'Calls it 11otlietO I

sus tainod the subjiect's att ention and induced hlim to |lt-r'alr'tll V 1
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Vest subtects were satisfieu with the iraining pha.e after they had

seen 75 lo 100 charactrs, and volunteered to move on to the tsting phase.

On the test data, their urror rates ranged from 13.6 percent to Ih.:i pr-

'-eat. with an average error rate of 15.7 percent. Assuming a normal dis-

tribution of scor-s, this indicates that with 95-p.rcent confideAce the

Lrue mean error rate is 15.7 percent 4 .9 percent.

Thesv numbers include a fair- proportion of errors due to eonfttstonR

between I and 1 ,nnd 0 and 0. If these errors are not counted, the mean

error rate drops to 11.5 percent, which Is atill considerably greater than

the 4.1 percent reported by Neisser and Weene for their unquantized

characters. if the 1-1 and 0-0 distinctions are retained, but ii a plur-

ality vote of the 10 separate responses is used to classify the characters

(ties being broken arbitrarily), then an error rate of 11.4 percent

results. We believe that this value is close to the minimum error rate

achievable with Ilighleyman's data and that the performance of other methods

on the 36-character tv." data should be viewed relative to this standard.

E. Conclusions

The 47.5--percert error rate obtained by neuarst-neighbor classi-

fication is typical of the error rates achieved by other general classi-

fication techniques. If 11.4 percent is the minimum achievable error

rate, then the 47.5-percent result indicates that the amount of tr, ing--

data is much too small for NN classification, and this is probably true

for the other general mrthods as well.

By employing edge-detecting preprocessing folloned by 9-view classi-

fication by a piccewtse-linear macht, , we obtained an error rate of 31.7

percent. While this represents a significant improvement over previously

reported results, it is still far too high to be practical. However, the

best performance we can ever expect on JFighleyman's data is approximately

11 percent, which in turn seems to be much too high.

The reason for most of these errors is clear to anyont. ,Vhc has ever

looked aL liighl'eman s data. Aside from the basic indislinguishaility of

O's from O's and many. I's from l's, most of the difficulty is due to either

inadequatv resolutio, or breaks in the characters. It is extremely doubtful

17
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that more sophisticated preprocesing and classification could ever overcome

these fundamental difficulties. Thus, while Ifighleymn's data has served as

an interesting vehicle for comparing our classification methods with others.

its babic characteristics severely limit its usefulness for hand-printed

character-recfgnit ion research.

18
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